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INTRODUCTION
As devices are undeniably getting smarter all the time, the question arises: 
Are we keeping pace with technological progress in terms of being “smart” 
enough to derive maximum benefit from these devices without suffering 
repercussions?

The rise of smart devices, which until a few years 
ago seemed like nothing more than a hopeful vi-
sion of the future, has occurred so quickly that 
the technology has become part of our everyday 
lives almost without us noticing the change. The 
gradual but persistent integration of technology 
into objects we use all the time is likely to change 
and impact social customs in ways that are yet to 
reveal themselves.

Every year, in choosing topics for Trends, ESET 
experts decide which aspects of cybersecurity 
and privacy seem likely to present some of the 
key challenges for the coming year. Over the five 
chapters that make up this edition of Trends, we 
review various cybersecurity issues with implica-
tions for people, governments and companies, as 
well as general concepts like privacy, democracy, 
digital transformation, and much more.

In the first chapter, Tony Anscombe tackles the 
topic of the US presidential elections and the 
echoes of the repercussions that fake news and 
denouncements of foreign interference had on 

the 2016 elections. But the US is not the only 
country to have been through this and it is almost 
certain that in 2020 the topic will be a big issue 
again. With that in mind, it’s worth taking anoth-
er look at how (dis)information and fake news 
could play a role in upcoming democratic  
processes.

Jake Moore then addresses another widely  
talk ed-about issue in recent times – machine 
learning, which is often misrepresented as artifi-
cial intelligence. Machine learning is used to de-
scribe a range of technological developments, 
but in 2019 one of its applications gained partic-
ular relevance for the general public with the 
briefly popular FaceApp and the rapid improve-
ments in deepfake techniques, which have been 
increasingly visible over the course of the year. 
What are the cybersecurity implications of ma-
chine learning? In addition to being used to detect 
cybersecurity threats, could it be abused to vio-
late the security and privacy of individuals and 
organizations?
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All these issues are intimately connected to user 
privacy. In her chapter, Lysa Myers looks at how 
attitudes have changed since the Cambridge An-
alytica scandal, the implementation of legisla-
tion at various levels, and the likely implications 
for companies and governments resulting from 
user disenchantment about data privacy.

The trend for all things “smart” has not only 
reached the objects people use every day, but has 
begun to take importance on a larger scale. There 
are now many examples of smart buildings 
around the world, and there are expectations 
that more and more cities will soon become the 
latest in the long line to incorporate smart tech-
nology. However, could this lead to new types of 
attacks combining the digital and physical 
realms? Is cybersecurity advanced enough to en-
sure that these implementations can be carried 
out without putting users, citizens, and organi-
zations at risk? Cecilia Pastorino discusses these 
and other issues in her chapter.

This paradigm shift is perhaps most visible in the 
digital transformation processes currently being 
implemented by many companies around the 
world, challenging IT teams to keep pace with all 
the technological change taking place. Camilo 
Gutiérrez Amaya dives deep into this issue, look-
ing at the likely challenges for the corporate 
world in the near future.

One of the best tools to be prepared for the future 
is to stay informed, so why not read this report 
to find out what we can expect to see in 2020 and 
over the next few years?
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• Fake news
• Targeted disinformation and propaganda
• The voting process
• De-mist-ifying it all?

Tony Anscombe
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”20/20” refers to perfect vision, but 2020 might just be another blurry year for the 
democratic process. What may stand in the way of our making informed decisions 
supported by facts?

As we head into 2020, there is one prediction from this 
entire Trends report that is probably guaranteed: there 
will be claims of meddling and manipulation in election 
processes during the year.

These issues are complex and while it is easy to point the 
finger of suspicion that there was interference, it can be 
difficult to prove beyond reasonable doubt. The complex-
ity begins due to there being several types of interference 
that can cause election results to be shepherded to a cer-
tain outcome or to not actually represent the vote cast 
by the electorate. When looking at online or cyber-issues, 
these range from fake news and voting machine rigging, 
all the way through to targeting parts of the swayable 
population with biased information.

The 2016 US presidential election was shrouded in 
post-election controversy with claims of fake news, in-
terference from other nation-states and the potential 
hacking of the voting process itself. Further, there are 
claims that the Brexit referendum in the United Kingdom 
was biased due to meddling and that in South America 
disinformation spread through WhatsApp possibly af-
fected the outcome of the Brazilian elections. How can 
we expect voters to have confidence in the democratic 
process when all this is clouding the outcome?

This chapter summarizes some of the methods we will 
undoubtedly see used by individuals, activist groups,  
nation-states and even cybercriminals in 2020 as they  
attempt to interfere with the world’s democratic  
processes for their own gain, whatever that may be.

2020: The fog thickens
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Fake news

The Collins Dictionary awarded this term Word of the Year 
in 2017. Its rise to fame was largely due to the 2016 US 
presidential election and the continual claims by candi-
dates that articles appearing in the media and stories 
spreading on social networks were not factual. The 
meaning of the term is self-explanatory and refers to the 
sensationalism of false information being disseminated 
under the guise of news reporting.

In the wake of the election, Pew Research conducted a 
survey on perceptions about fake news. The outcome 
was startling, with 88% stating that Americans are 
greatly or somewhat confused about basic facts due to 
fake news.

Ofcom, the UK’s media regulator, issued a report stating 
that half of UK adults receive news through social media 
sites, with 75% of these stating this includes Facebook as 
a source. This is despite the fact that social media were 
not rated as impartial, trustworthy or accurate. TV re-
mained the most used, with 75% of adults polled listing 
it among their news sources, but the influence of social 
media should not be underestimated and is here to stay.

There are different types of fake news: for profit, for po-
litical gain, for crime, hoaxes, and viral pranks. The  

types may even be combined: creating a hoax that puts 
a political candidate in a bad light may create political 
gain, and with the “right” advertising being displayed 
around the fake news story it may also generate a nice 
profit. If the creators of such a campaign could be iden-
tified they are likely to have committed a crime, but iden-
tifying the source is not always possible.

In the run-up to the 2019 UK general election a research 
organization, Future Advocacy, and a UK artist, Bill Post-
ers, created a fake social media video , or so-called “deep-
fake”. The video shows the main candidates appearing 
to endorse each other for prime minister. This example 
of fake news was created in an attempt to demonstrate 
the difficulty in identifying real vs. fake and that democ-
racy is potentially being undermined. 

But this issue is not new. I frequently stand at the check-
out of the local supermarket and read the cover head-
lines of the magazines: celebrities splitting up, the UK 
Royal Family all getting divorced, or aliens landing in the 
car park. The readers of such magazines hopefully know 
the stories are fake when they choose to purchase them, 
but when we switch to internet stories, which are spread 
quickly to much broader audiences, it’s not so easy to tell 
the good from the bad.

https://www.independent.co.uk/news/uk/home-news/fake-news-word-of-the-year-2017-collins-dictionary-donald-trump-kellyanne-conway-antifa-corbynmania-a8032751.html
https://www.collinsdictionary.com/dictionary/english/fake-news
https://www.journalism.org/2016/12/15/many-americans-believe-fake-news-is-sowing-confusion/
https://www.ofcom.org.uk/__data/assets/pdf_file/0027/157914/uk-news-consumption-2019-report.pdf
https://www.bbc.com/news/av/technology-50381728/the-fake-video-where-johnson-and-corbyn-endorse-each-other
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Some social networks and search engine providers are 
responsibly attempting to combat the issue, under pres-
sure from political and public outrage. For example, 
Twitter has recently announced a ban on all political ad-
vertisements about candidates, elections and hot policy 
issues ahead of the 2020 US presidential election. But, 
this is a complex topic and it has even been referred to 
as a freedom of speech infringement if someone is denied 
the ability to post or place ads with a certain viewpoint. 
In reality: as fake news spreads, then page impressions 
increase and advertising revenue is gained, and not all 
actors displaying ads on websites are responsible. 

The issue is speed of dissemination of the disinformation 
– a story appearing in the next hour will spread quickly, 
especially if the creator promotes it and spreads it from 
multiple accounts and networks at the same time. The 
companies responsible for the platforms have innovated 
detection methods and built reporting mechanisms to, 
when possible, automatically detect, or to allow users 
to report, fake news. Relying on reporting, though, is a 
flawed solution. As the disinformation has already been 
spread, many users will likely not take the extra step to 
report it ... and those who have already seen (and per-
haps been influenced by) the disinformation are unlikely 
to become aware of its retraction.

As a cybersecurity professional, I consider fake news that 
damages democracy to be malicious – much like mal-
ware intrusions on your devices. There needs to be a 
more robust technological solution to stopping fake 
news from spreading when it first appears and killing it 
at the source. In the same way that zero-day exploits are 
detected by antimalware products. With the adoption 
of machine learning, some innovative solutions are like-
ly to come to market that will detect and suppress or 
delete at least some fake news before the user has been 
subjected to it.

Education is also a longer-term solution to this issue, but 
the results are slower. In July 2019, the UK, government 
published new safety guidance for schools; part of this 
updated policy states that every child will learn about 
confirmation bias and online risks as a compulsory part 
of the curriculum. This will help to enable pupils to spot 

techniques used for persuasion and to identify fake news 
and risks, but it will take many years for an entire gener-
ation to understand what may be real or fake. (My col-
league Jake Moore deals with the specter of deepfakes 
in another chapter  of this report.) However, understand-
ing what is real or fake will give the next generation con-
fidence in the democratic electoral system. More govern-
ments are likely to take this proactive stance and add this 
to their education policies. If they don’t, then they should.

Targeted disinformation and propaganda

The Cambridge Analytica abuse of personal data shocked 
the world but did not surprise those of us who have al-
ways said – “if you aren’t paying for it, then you are the 
product”; for example, each Facebook user in the US and 
Canada generates more than US$130 for the company ev-
ery year. The scandal eventually broke when three news 
organizations combined resources to cause enough trac-
tion for anyone to notice – after more than two years.

Fast forward a little in the story, and Facebook was fined 
US$5 billion by the US Federal Trade Commission (FTC) 
for its part in the data breach. I am not sure we can real-
ly describe it as a breach, though, as documents now in 
the public domain show that Facebook knew what was 
going on – it was more an abuse of trust for financial 
gain. On the day the FTC fine was announced Facebook’s 
share price went up – it’s clear the market either expect-
ed the penalty to be harsher or it understood that the 
deal struck with the FTC is actually in Facebook’s favor.

The weaponization of information, be it disinformation 
or propaganda, is set to continue and will take many dif-
ferent paths as the benefactors explore and adopt new 
methods to attack democracy or to make money. At the 
center of this invasive and stealthy issue is data mining, 
something we can’t see and for many people is hard to 
comprehend. The data points available about individuals, 
given that the majority of people overshare on social media, 
are extensive. The ability to adjust and manipulate the 
message sent to an individual is driven by technology, 
unlocking the power to individualize the messages sent 
to millions of people, all at the click of a mouse.

https://twitter.com/jack/status/1189634360472829952
https://slate.com/technology/2019/11/facebook-six4three-pikinis-lawsuit-emails-data.html
https://www.welivesecurity.com/2018/06/29/oversharing-social-media/
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The voting process

Whether the ballot is verifiable is not a new issue and 
relates to both pen-and-paper and electronic voting sys-
tems. In addition, it’s an issue that’s unlikely to be re-
solved anytime soon. 

Many states in the US have spent millions of dollars to 
upgrade systems that will be used in the 2020 elections. 
One state, Pennsylvania, has benefited from US$14.5 mil-
lion to upgrade electoral systems, but even the new sys-
tems may be vulnerable. This is because the underlying 
underlying operating system, Windows 7, which – unless 
a fee is paid – will no longer receive patches from Micro-
soft once this version of the operating system reaches its  

“end of life” in January 2020, 11 months prior to the 2020 
US presidential election.

At the DEF CON 27 hacking conference in August 2019, 
there were real-time challenges to find vulnerabilities in 
election systems. One such experiment showed vulnera-
bilities in a ballot marking system. In this instance the 
attacker had unrestricted physical access and direct con-
nection to the devices, which should never to be the case 
in the real world. I hope someone might notice an attack-
er taking a terminal apart and connecting wires to it. This 
does depend though on the devices being physically se-
cured prior to and during the voting process, which, in 
some instances in previous elections has not been the 
case. This may also lose relevance if the devices remain 
standalone and are never connected to a public network. 
While there are many devices that theoretically could be 
vulnerable, it does not necessarily mean they can or will 
be exploited.

It’s clear that technological solutions to both registration 
and voting will continue to have issues. We continually 
witness mass data breaches and system compromises 
in companies and government departments, so why 
would voting technology or processes be exempt from 
similar attacks? The good news is that the 2016 US pres-
idential election heightened the awareness of possible 
vulnerabilities in the electoral systems being used, which 
directly resulted in budget assignment as well as in the 
understanding of the need for the systems to be secure 
by design. 

De-mist-ifying it all?

For 2020, there will of course be numerous elections 
around the world and countless issues highlighted in 
their systems and processes, both technological and 
physical. The use of all the methods mentioned here is 
to be expected, but the question is: to what scale will 
they be used and will the interference change the  
outcome?

As voters and, hopefully, believers in democracy, we will 
pressure companies that distribute fake news and disin-
formation into detecting and ceasing the practice. How-
ever, large profits for allowing these practices, and lack 
of engagement by consumers, probably means that we 
will continue to see the flood of misinformation, be it 
mildly misleading or fantastically fabricated, keep  
flowing.

As with many questionable practices, such as the abuse 
of consumer privacy we have been subjected to over the 
last 10 years, without government intervention and ei-
ther regulation or legislation we will continue to a point 
where this practice can no longer be tolerated. Don’t 
expect this to be in the next 12 months, though.

https://apnews.com/e5e070c31f3c497fa9e6875f426ccde1
https://apnews.com/e5e070c31f3c497fa9e6875f426ccde1
https://www.npr.org/2019/09/04/755066523/cyber-experts-warn-of-vulnerabilities-facing-2020-election-machines
https://www.npr.org/2019/09/04/755066523/cyber-experts-warn-of-vulnerabilities-facing-2020-election-machines
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ATTACKING IT? 2
• Fooling the naked eye
• Fooling the algorithm
• Boon or bane?

Jake Moore
ESET Security Specialist



ML vs. ML: Creating security or attacking it?

11www.welivesecurity.com

Advances in machine learning have brought considerable benefits to cybersecurity 
defenders, but the potential of the technology isn’t lost on those who are looking to 
co-opt it for unsavory ends.

Machine learning (ML) is, without a doubt, changing our 
lives. Increased computing power and the use of vast 
storehouses of data are rapidly enhancing our capabilities 
in multiple industries. Furthermore, if ML’s distant cousin 
also known as true Artificial Intelligence (AI) takes off too 
and computers start “thinking for themselves”, we’re in for 
a wondrous future where a lot of what was once thought 
unimaginable could become possible. For now, though, 
self-sustainable AI still seems a long way off – whereas ML 
is making headway in one of the most exciting technolog-
ical developments in history.

ML has also brought various benefits to cyber-defenders, 
including efficient scanning, faster detection, and im-
provements in the ability to spot anomalies. Indeed, some 
cybersecurity companies have been taking advantage of 
the technology for years in order to enhance the detection 
capabilities of their products.

However, what if ML is misused to attack us and the sys-
tems we have made? It isn’t hard to see why, and how, 
ML- or even AI-based malware might offer new and unique 
attack vectors – more powerful than what we are current-
ly used to. It’s becoming clear, then, that ML will be an 
important component in the future battle.

The technology has been advancing by leaps and bounds 
in other applications, too. In this Trends chapter, then, we 
will zero in on two ways in which ML algorithms could be 
weaponized to inflict harm.

ML vs. ML: Creating 
security or attacking it?

https://cdn1.esetstatic.com/ESET/US/download/ESETus-Machine-Learning-Era-in-Cybersecurity-Whitepaper-WEB.pdf
https://www.welivesecurity.com/wp-content/uploads/2018/08/Can_AI_Power_Future_Malware.pdf


ML vs. ML: Creating security or attacking it?

12www.welivesecurity.com

Fooling the naked eye

Surely you’ve seen one of the many convincing  
face-swapping videos that pop up, especially on social 
media. Such deepfakes – doctored videos, audios or im-
ages that are designed to replicate the look and sound of 
real humans – can seem bafflingly legitimate and even 
shocking. The deepfakes may often involve celebrities  
or public figures apparently engaging in unexpected  
behavior or saying something outrageous and not  
normally endorsed by them.

Deepfakes are increasing in quality at an impressive rate, 
as seen in videos such as this one where a generated 
Barack Obama is made to say something the real one 
didn’t actually say. Moreover, when you take a look at 
Bill Hader being morphed effortlessly between Tom 
Cruise and Seth Rogan, it makes you realize that we may 
indeed have a huge problem on our hands unless this 
threat is addressed. As with anything on the internet, 
the future could lead to this technology being used to 
damage public figures by making them appear to say 
whatever the creator wants, to damage society, or even 
to manipulate elections around the world.

Are we ready for the real impact of deepfakes? With po-
litical scandals, pseudonudes and almost unimaginable 
scenarios involving fake videos, we may be staring blank-
ly at the beginning of an epidemic where the line be-
tween truth and lie may be impossible to determine. 
What impact could deepfakes have on society? In the 
light of the whole Cambridge Analytica scandal, in which 
data scientists were able to transform surveys and Face-
book social graph data into a political messaging weap-
on via psychographic profiling, it seems that deepfakes 
could speed up such transformations in influencing the 
public in elections. Will there come a point where we 
don’t even trust our own eyes and ears?

After FaceApp was literally plastered all over our faces 
and the groans and laughs rapidly died out, one question 

arose about the quality of such “wizardry” – might it one 
day create videos of people without their knowledge? 

You need lots of data (many photos, videos and voice 
recordings) even to make a short deepfake clip where the 
creator is in control of what is said. However, getting a 
significant amount of data on a non-public figure is quite 
a task in itself. But this is only thinking in a 2019 mindset, 
so what if we think next year or in a decade? Could it take 
just a short Instagram story or two for someone to pro-
duce a deepfake that is believed by the majority of your 
friends online? This is very likely to happen and there will 
be an app on our phones that will create such deepfakes 
naturally and effortlessly.

Over the next decade we will see some previously un-
imaginable fake videos appearing with public figures but 
in time, these will include people closer to home, such as 
our colleagues, our peers and our family members. No 
doubt porn sites will exploit celebrities in obscure ways 
but, furthermore, cybercriminals will most definitely use 
such technology with great success to spearphish vic-
tims. Deepfakes could very easily muddy the water be-
tween fact and fiction, which in turn could cause some 
of us to not trust anything – even when presented with 
what our senses are telling us to believe.

So, what can be done to prepare us for this threat? First, 
we need to better educate people that deepfakes exist. 
People will need to learn to treat even the most realistic 
videos they see with a dash of skepticism. Also, and al-
though difficult, technology needs to develop better de-
tection of deepfakes. Although ML is at the heart of cre-
ating them in the first place, there needs to be something 
to act as the antidote, being able to detect them without 
relying on human intuition alone. Further, social media 
platforms need to recognize and address the potential 
threat as early as possible, as this is where deepfake vid-
eos are most likely to spread and have a detrimental im-
pact on society.

https://www.youtube.com/watch?v=cQ54GDm1eL0
https://www.youtube.com/watch?v=VWrhRBb-1Ig
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Fooling the algorithm

Facial recognition is becoming more prevalent in current 
technology while also attracting some negative press. 
The implementation of facial recognition might not be 
100% accurate yet, but again, it is only 2019 and things 
can only get better, right?

US cities have banned facial recognition being used by law 
enforcement after it wrongly identified 26 people as 
criminals who were law-abiding citizens. In fact, research 
by the US Government Accountability Office found that 
FBI algorithms were inaccurate 14% of the time, as well 
as being more likely to misidentify people of color and 
women. Furthermore, Microsoft has recently refused to 
install facial recognition technology for a US police force, 
due to concerns about ML bias. This is where data have 
been input by humans, who tend to have various unin-
tentional biases that influence the ML outcome.

There are arguments for facial recognition to be rolled 
out everywhere, with the millions of surveillance camer-
as already capturing our near-every move in public. For 
example, if you take facial recognition in its most basic 
form, it offers a way of collecting information on who 
has been where at a certain time. This is not a million 
miles away from a good police officer who can recognize 
the local criminal on his or her patch (I know some police 
officers who can do this – they have incredible memo-
ries). So if facial recognition can become close to 100% 
accurate, then it may be watching our every move soon.

But if law enforcement knows the whereabouts of 
known criminals and suspects, what about criminals 
using the software to their advantage or stealing huge 
databases of confidential location data? It could be pos-
sible that the databases of people’s faces could be com-
promised, meaning verification techniques such as facial 
or voice recognition could be fooled, and therefore, 
multi-layered security could be bypassed.

Boon or bane?

Complex ML-powered attacks are coming and let’s not 
forget that some attacks are currently unfathomable 
due to the scale of the power they will use, so they have 
the potential to be bigger than we can possibly antici-
pate. It is possible that ML could be weaponized by at-
tackers, so we need to be ready for such attacks and be 
aware of how to combat them. ML-driven attacks will be 
able to learn what worked and what didn’t work on the 
fly and then retrain themselves in order to bypass exist-
ing defenses. As defenders, we need to understand how 
these ML-powered attacks will be created, what their 
capabilities might be and jointly tackle these future  
cyberattacks.

https://www.welivesecurity.com/2015/08/24/facial-recognition-technology-work/
https://edition.cnn.com/2019/07/17/tech/cities-ban-facial-recognition/index.html
https://www.welivesecurity.com/2019/05/20/san-francisco-ban-facial-recognition/
https://www.gao.gov/assets/690/683549.pdf
https://www.silicon.co.uk/e-innovation/artificial-intelligence/microsoft-contract-ai-bias-concerns-245233
https://www.silicon.co.uk/e-innovation/artificial-intelligence/microsoft-contract-ai-bias-concerns-245233
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• Design for privacy and security
• Improve ad tech
• Legislative consequences for breaches of trust
• Improve authentication and verification
• Let’s turn this ship around

Lysa Myers
ESET Senior Security

Researcher
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Trust in our shared digital environment hasn’t had a good run lately, and more and more 
people are on edge about safeguarding their digital data. What has been done and, even 
more importantly, what remains to be done for the tide to turn? 

There’s a certain “rite of passage” that happens when 
you’ve been talking about security and privacy for a while: 
you will make predictions about what the threatscape 
will look like in the future, and enough time will have 
passed that you can check to see how accurate your pre-
dictions were.

Mostly this happens on the near-future scale, such as this 
Trends chapter itself. Sometimes it’s on the scale of a de-
cade or more. In my own experience with this phenome-
non I’ve noticed a few themes, most of which revolve 
around gaining or losing trust in our shared online  
environment.

As I was deciding what to write for this chapter, I did an 
internet search for the phrase “year of privacy” plus a re-
cent year, e.g. “year of privacy 2018”. Headlines including 
this phrase can be a good indicator that the author 
thought a big change was coming in regards to public 
perceptions of privacy, either positive or negative. I think 
the first time I declared that about a year in review was 
in 2013, so I was curious how many times this had been 
declared. For every year from 2009 to 2015, those search 
terms returned more than a million results. After that, 
every year returned “only” eight-to-nine hundred thou-
sand results.

Does this mean that 2016 was the year a lot of people col-
lectively threw up their hands in disgust and abandoned 
all hopes of having control over their personal informa-
tion? In some ways, this may have been the case; there 
seems to have been a certain sense of collective resigna-
tion. But it also seems as if we had reached a point where 
legislators and judges had started to catch up with the 

collective ire provoked by a constant barrage of privacy 
gaffes and breaches.

And that barrage has continued – in 2019 alone, we’ve 
seen quite a few countries and US states pass or implement 
new or expanded breach notification laws. We’ve also sever-
al US states states put forth data privacy legislation 
(though only in California has this legislation passed). 
Several notable fines have been levied on companies re-
sponsible for recent data breaches (though these are gen-
erally considered to have been merely slaps on the wrist). 
Executives from breached companies have had to testify 
before congressional hearings about these incidents.

Change has been slow, and arguably these efforts have 
not made much of a positive difference yet. The general 
consensus among much of the US population is that 
they feel they cannot trust companies to protect their 
data, and this is the case in other countries as well. This 
situation, along with rampant fraud and other malig-
nant traffic, has created a “low trust” environment in 
which we’re increasingly interconnected but feel in-
creasingly unsafe. When we have to approach every-
thing on the internet with paranoia and skepticism, 
people feel understandably reluctant to engage with it.

In security, we often say it’s best practice to “trust but 
verify”: in the situation we find ourselves now, distrust 
is rampant and verification methods are full of holes. 
Until we remedy this, the internet will continue to be a 
scary place for most people.

So, what do we need to do to get out of this omnipresent 
sense of distrust?

Privacy sea change

https://unctad.org/en/Pages/DTL/STI_and_ICTs/ICT4D-Legislation/eCom-Data-Protection-Laws.aspx
https://www.dataprotectionreport.com/2019/06/nine-states-pass-new-and-expanded-data-breach-notification-laws/
https://www.dataprotectionreport.com/2019/06/nine-states-pass-new-and-expanded-data-breach-notification-laws/
https://www.dataprivacymonitor.com/category/state-legislation/
https://www.dataprivacymonitor.com/category/state-legislation/
https://www.bbc.com/news/world-us-canada-48972327
https://techcrunch.com/2019/07/09/marriott-data-breach-uk-fine/
https://techcrunch.com/2019/07/22/equifax-fine-ftc/
https://www.cnbc.com/2019/03/07/equifax-marriott-ceos-testify-in-senate-over-data-breaches.html
https://www.cnbc.com/2019/09/18/facebook-ceo-mark-zuckerberg-visits-dc-to-discuss-tech-regulation.html
https://www.consumeraffairs.com/news/survey-finds-increasing-level-of-consumer-concern-about-privacy-protection-041718.html
https://www.welivesecurity.com/2018/11/19/cybersecurity-big-concern-canada-cybercrime/
https://www.wired.com/story/internet-made-dupes-cynics-of-us-all/
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Design for privacy and security

One of the most important things that needs to be done 
to improve customer trust is to create technology prod-
ucts and services that are designed with security and 
privacy in mind from the outset. The International Asso-
ciation of Privacy Professionals (IAPP) has created a doc-
ument outlining its recommendations for the principles 
of Privacy by Design.

Much of what is covered is what one might expect: earn-
ing trust through openness and transparency, enacting 
end-to-end security, creating policies that establish ac-
countability for the business, and obtaining truly informed 
and ongoing consent from customers. But there is one 
more recommendation that is particularly notable, and 
which many people might find surprising: permitting full 
functionality while respecting privacy, in such a way that 
it benefits both the business and the user.

Because the current model for so much of the internet is 
to use customer data as a product to be sold, this partic-
ular recommendation may require some truly innovative, 

“out of the box” thinking. Businesses that manage to ac-
complish this feat are likely to have a significant advan-
tage in the marketplace.

Improve ad tech

While we’re on the subject of selling customer data, we 
should also discuss necessary improvements in advertis-
ing technology. In one survey, less than 20% of respon-
dents found targeted ads to be ethical behavior.  
Other surveys found that in some cases targeted ads 
could actually backfire and cause less customer  
interaction.

Companies that use high-pressure sales tactics such as 
scarcity and social proof don’t fare well either. A survey in 
the UK reported that almost half of respondents said this 
behavior would cause them to distrust the vendor. One 
third expressed a negative emotional reaction (such as 
disgust or contempt). And 40% reported that these tac-
tics would make them want to do the opposite of what-
ever action was being suggested.

The more often we’re bombarded with high-pressure 
sales tactics and creepy surveillance tactics, the more 
quickly their (very limited) effectiveness declines. So 
many marketers have overused these strategies that 
they are likely limiting opportunities for other business-
es as well. We need more effective ways to market that 
are honest, transparent, and respectful of our potential 
customers.

https://iapp.org/resources/article/privacy-by-design-the-7-foundational-principles/
https://www.forbes.com/sites/johnkoetsier/2019/02/09/83-of-consumers-believe-personalized-ads-are-morally-wrong-survey-says/#213e5dfd19f5
https://www.wired.com/story/online-ad-targeting-does-work-as-long-as-its-not-creepy/
https://behavioralscientist.org/consumers-are-becoming-wise-to-your-nudge/
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Legislative consequences 
for breaches of trust

Public sentiment about the trustworthiness of technol-
ogy companies is unlikely to improve until it feels more 
likely they stand to lose at least as much as their custom-
ers do when privacy incidents occur. Although recent 
privacy-violation fines in the US and UK are breaking 
records, they represent a tiny drop in the bucket relative 
to the income that large businesses make from our data. 
Until these fines approach maximums that comprise a 
greater percentage of a company’s income, they will con-
tinue to be more of a deterrent to small companies rath-
er than to the mega-corporations.

Improve authentication 
and verification

Usernames and passwords simply aren’t enough to keep 
people’s identities safe anymore. This can decrease trust 
both for online account holders as well as that of people 
interacting with potentially hijacked accounts. Multifac-
tor authentication significantly improves this situation, 
but very few people have adopted it yet. To change this 
we’ll need improved education about this technology, 
more companies offering incentives for using it, as well as 
continued improvements in its usability.

Let’s turn this ship around

I was first asked to predict the state of security on the 
internet a decade hence, a little more than a decade ago. 
I said that I could see things going one of two ways: ei-
ther we’d collectively wise up and things would be fine, 
or we’d continue to kick the can down the road and the 
internet would be an “unusable slag heap”. While no one 
would successfully argue that people are using the inter-
net less than they did ten years ago, we also have to 
wade through a whole lot more internet detritus now 
than we did in the 2000s.

Those old-timers among us who have been working in 
cybersecurity since the early days of the industry have 
been living in this state of distrust for decades; we saw 
the internet being built on shaky foundations that did 
little (if anything) to prevent misuse. Thankfully, we’ve 
also been thinking about – and talking about – what 
needs to be done to fix it. It’s not too late to make mean-
ingful moves to point privacy efforts back in the right 
direction. It is my hope that the appetite for necessary 
changes will continue to grow, so we can make those 
changes before my next decade in this business has 
elapsed.

https://www.welivesecurity.com/2017/03/24/gdpr-an-explainer/
https://www.zdnet.com/article/microsoft-using-multi-factor-authentication-blocks-99-9-of-account-hacks/
https://www.theverge.com/2018/1/23/16922500/gmail-users-two-factor-authentication-google
https://www.darkreading.com/endpoint/less-than-one-third-of-people-use-two-factor-authentication/d/d-id/1330347
https://www.cyberscoop.com/two-factor-authentication-duo-security-yubikey/
https://techcrunch.com/2018/08/23/epic-games-just-gave-a-perk-for-folks-to-turn-on-2fa-every-other-big-company-should-too/
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With more and more cities dripping with smart technology that changes the way 
municipalities manage their basic operations and services, what do these developments 
mean for the security side of things?

Since 1994, when the very first smartphone appeared, the 
word “smart” has come to describe any kind of device gain-
ing enhanced functionality through software and usually 
an internet connection. Then, in 1999, computer scientist 
Kevin Ashton became the first person to use the expres-
sion “Internet of Things” (IoT). Ever since, expectations 
around the notion have been constantly rising. The 2010s 
have been notable for the revolution in the Internet of 
Things, and products such as watches, thermostats, 
lights, locks, cameras, toys, refrigerators, and other smart 
devices have now become a part of our smart homes, of-
fices, buildings, and even cities.

Nowadays, the potential of IoT is not merely limited to 
the automation of tasks, but includes analytical process-
es that can be carried out on the vast quantities of infor-
mation generated. Smart structures make use of a variety 
of interdependent technologies, such as machine learn-
ing, various wireless networking protocols, cloud com-
puting, and IoT sensors and devices. The vast amount of 
information generated by networked sensors and devices 
is stored in huge databases and processed using machine 
learning and big-data analytics for the purposes of im-
proving operational efficiency and developing a safe and 
productive environment. Thanks to these kinds of fea-
tures, such systems have come to be described as  “smart” 

– but smart does not always mean safe. While technology 
keeps taking huge leaps forward, some of us wonder 
when, finally, security will be incorporated into these 
changes right from the design stage.

Smart buildings

Smart buildings use technology to control a wide range of 
variables within their environments, with the aim of pro-
viding more comfort and contributing to the health and 
productivity of the people working or living in them. To 
do so, they use Building Automation Systems (BAS). Using 
hardware such as various kinds of sensors (light, tempera-
ture, air quality), cameras, access controls, etc., a BAS is 
able to analyze, predict, run diagnostics, and maintain 
various environmental conditions, as well as automate 
processes and monitor many variables in real time. Exam-
ples include optimizing power consumption for room 
temperature and lighting control, and automatic moni-
toring of security camera systems, elevators and parking 
facilities, among others.

The benefits of deploying smart devices are manifold. For 
instance, as ESET Global Security Evangelist Tony Anscombe 
relates, a well-known hotel in Las Vegas that automated 
A/C to operate only when rooms are occupied saved a cool 
US$2 million in the first year after the system was installed. 
According to the Smart Buildings Market 2019-2024 report, 
in countries such as the US, the smart buildings market – 
including warehouses, factories, office buildings, and 
other corporate, industrial, and government structures – 
is estimated to grow 16.6% by 2020 compared to 2014. As 
such, more than 80% of today’s new buildings incorporate 
at least an element of IoT and technologies related to the 
smart buildings market.

Smart is the new sexy:
From IoT devices to smart cities

https://www.welivesecurity.com/2019/06/12/cybercriminals-eyeing-smart-buildings/
https://www.welivesecurity.com/2019/06/12/cybercriminals-eyeing-smart-buildings/
https://www.researchandmarkets.com/reports/4770708/smart-buildings-market-by-technology-ai-iot#rela2-3773673
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Smart cities

In 2019, CES included an entire area devoted to smart city 
initiatives currently under implementation (or in plan-
ning) around the world. Some of them are aimed at im-
proving transportation by using sensors to evaluate 
traffic flows, and then controlling traffic signals on the 
basis of these measurements. Others are for automating 
lighting through light sensors, measuring temperatures, 
incorporating monitoring systems consisting of net-
works of cameras and many other sensors to gather in-
formation that is then analyzed at a monitoring station 
in order to gain insights into everything going on in the 
city. Just as in smart buildings, but on a larger scale, it all 
revolves around sensors that gather information and 
where machine learning is used to analyze the data in 
order to efficiently automate a related service.

The problem is that many of these cities are not fully pre-
pared to safely manage the large volumes of information 
produced by these systems, and an attacker could easily 
gain access to sensors, adjust measurements, and make 
changes to services used in transportation, traffic, light-
ing, or other critical infrastructure. We have already seen 
proofs of concept of different types of attacks on smart 
cities and automated systems at conferences such as Black 
Hat and DEF CON. Furthermore, if cities such as Atlanta, 
whose goal is to become a world-leading smart city, have 
not managed to avoid threats that exist already, such as 
ransomware, what reason do we have to believe that they 
can tackle even larger threats? Experts have expressed 
concerns that smart cities are experiencing rapid growth 
but our ability to make them secure is not keeping up.

Attacks on smart infrastructure

On the one hand, it would appear that attacks on smart 
buildings and cities could only be carried out using de-
tailed plans in which cybercriminals aim at a specific tar-
get. On the other hand, many BAS systems, as well as 
the sensors and devices used in smart cities, are directly 
exposed to the internet. Currently, searches on tools 
such as Shodan and Censys return results of more than 
35,000 BAS systems, as well as hundreds of thousands 
of critical devices within public reach on the internet.

Many of these devices and systems do not have suffi-
ciently strong authentication systems, have no kind of 
protection against brute-force attacks, are not updated, 
are not protected by any kind of security solution, or sim-
ply have unsecured setups that could allow an attacker 
to take control of the equipment.

https://www.ces.tech/
https://www.forescout.com/company/blog/sabotaging-smart-building-iot-devices-using-unencrypted-protocols/
https://i.blackhat.com/us-18/Thu-August-9/us-18-Crowley-Outsmarting-The-Smart-City-wp.pdf
https://i.blackhat.com/us-18/Thu-August-9/us-18-Crowley-Outsmarting-The-Smart-City-wp.pdf
https://www.techrepublic.com/article/how-atlanta-is-transforming-itself-into-one-of-the-top-smart-cities-in-the-world/
https://www.welivesecurity.com/2018/03/23/city-of-atlanta-computers-held-hostage-in-ransomware-attack/
https://statescoop.com/smart-cities-growing-faster-cybersecurity/
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Malware

Although the systems used by smart buildings and cities 
do not browse the web or open email, they still need to 
protect themselves against malware, which could give 
a cybercriminal access to critical information or cause 
damage to hardware. Malicious code can be propagated 
through the web access interface used to  administer IoT 
devices, vulnerabilities in systems and even through 
physical access to USB ports that are unprotected or 
within the reach of anyone passing by. It is also import-
ant not to neglect protection of the network, especially 
in places where users will plug in personal devices, which 
could be compromised.

The systems used by smart buildings and cities could be 
attacked, for example, via botnets that take aim at smart 
devices. Is it far-fetched to imagine that, in the not-too-
distant future, the IoT resources of an entire city could 
be hijacked by an attacker to generate millions of dollars 
through cryptocurrency mining? And cryptojacking is not 
the only threat. Three years ago in Trends 2017: Security 
held ransom we presented the concept of jackware to de-
scribe malware that tries to take control of a device 
whose primary purpose is neither data processing nor 
digital communication. And immediately we derived 
from that the concept of Ransomware of Things, which 
refers to malware capable of blocking access to smart 
devices. That year, we discussed a proof of concept involv-
ing the remote hacking of a moving car.

What would happen if an attacker managed to compro-
mise the automation system of a smart building and 
threatened to cause havoc unless a ransom fee were 
paid? The types of systems that could be compromised 
include critical elements such as heating and air condi-
tioning, fire detection and extinguishing systems, access 
controls, lighting, and the building’s command and con-
trol center. This scenario may sound like the plot of a 
science-fiction movie, but in fact incidents that mix the 
concept of ransomware with BAS have already been re-
ported – and we have dubbed it siegeware.

Identity and information theft

Physical access to smart buildings tends to be controlled 
through IT systems whereby users identify themselves 
with biometric data or physical tokens. Such systems 
can be compromised through social engineering or 
shortcomings in their implementation, which could al-
low an unauthorized individual to gain physical access 
to restricted sectors.

Besides, digital identity theft can cause havoc if the at-
tackers gain administrator privileges, which allow them 
to control the system(s) as they please. Once the attack-
ers manage to make off with the victim’s access creden-
tials, they may go on to install malicious code, steal in-
formation, navigate through the system, and carry out 
any number of other damaging activities.

IoT sensors and devices used in most smart buildings and 
infrastructures can also act as an entry point to the net-
work. This was the case for a casino that fell victim to an 
attack in which cybercriminals got into its network after 
exploiting a vulnerability in the smart thermostat of a 
fish tank in the lobby. They then accessed the casino’s 
database, stealing information that included gamblers’ 
personal data.

https://www.virusradar.com/en/glossary/botnet
https://www.welivesecurity.com/wp-content/uploads/2016/12/ESET-Trends-2017-security-held-ransom.pdf
https://www.welivesecurity.com/wp-content/uploads/2016/12/ESET-Trends-2017-security-held-ransom.pdf
https://www.welivesecurity.com/2017/01/25/rot-ransomware-things/
https://www.welivesecurity.com/2016/07/20/jackware-connected-cars-meet-ransomware/
https://www.welivesecurity.com/2019/02/20/siegeware-when-criminals-take-over-your-smart-building/
https://www.washingtonpost.com/news/innovations/wp/2017/07/21/how-a-fish-tank-helped-hack-a-casino/
https://www.washingtonpost.com/news/innovations/wp/2017/07/21/how-a-fish-tank-helped-hack-a-casino/
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Conclusion

Smart buildings and cities are no longer the stuff of sci-
ence fiction, but a reality of the world we inhabit. So far, 
the security incidents reported have been at an infre-
quent enough rate that they can be considered as isolat-
ed cases. Still, it is clear that control systems for buildings 
and cities have become targets for cybercriminals.

The security measures to be taken in order to tackle 
these new threats are the same steps we always empha-
size with each new wave of technological evolution: al-
locate sufficient budget for security, buy from vendors 
that have baked in the security at the time of purchase, 
implement programs for handling vulnerabilities, keep 
systems up to date, monitor the network and devices, 
and make sure you have security tools and the support 
of partners with knowledge in the field of security.

Additionally, there is a clear need to support legislation 
to mandate security right from the design of smart de-
vices, and this is something likely to arise in the coming 
years, especially in the light of recent initiatives in the UK 
and California. Just as standards exist to regulate critical 
equipment, it is time to start analyzing what security 
norms and measures should be minimum requirements 
for the smart devices that interact with our information 
and privacy.

Many of us already live in cities with multitudes of sen-
sors and cameras connected to the internet. In a not-too-
distant future we will spend a large part of our daily lives 
working and shopping in hyperconnected buildings 
packed with technology. And while all of this progress 
might seem exciting and impressive, we must not forget 
that behind it all, there have to be smart people.

https://www.welivesecurity.com/2019/05/03/uk-legislation-secure-iot-answer/
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As organizations set out on, or continue down, the path of digital transformation, they 
have to rethink all aspects of their operations. How can they reap the benefits of going 
digital without getting derailed along the way as a result of a failure to address underlying 
cybersecurity challenges?

Due to market dynamics, digital transformation has be-
come a fundamental issue that has an effect on all aspects 
of a company’s affairs. The implementation of all these 
new technologies – a journey that many companies em-
barked on a few years back with the aim of delivering 
more value to their customers – requires cultural change 
at the organizational level. It is no wonder, then, that this 
represents a major challenge for all involved businesses.

Naturally, information security should not be seen as 
something separate from these efforts. Rather, it as an 
important part of the goals that companies need to plan 
for in order to avoid being left behind in the race due to 
lapses in cybersecurity.

Digital transformation tends to involve rethinking the 
processes and strategies of each individual company and, 
in so doing, allowing each to benefit from digital technol-
ogy. On the other hand, this leads to new risks – and com-
panies must not lose sight of these perils.

Changes in IT must be supported by 
changes in cybersecurity management

Companies that are already undergoing changes that are 
part of their digital transformation have discovered that 
they are exposed to the development of business models 
that include a large technological component, and as a 
result, their IT teams have had to adjust in order to sup-
port the speed of this change.

All this change means that, little by little, companies are 
moving from having the majority of their resources cen-

tralized to having to adopt a wide range of new services 
and assets in order to support their day-to-day activities, 
leading to an increase in the variety of technologies and 
platforms they need to monitor.

This difficult process of transformation – which, according 
to a survey by McKinsey, eight in ten organizations have 
decided to undertake over the last five years – has had 
direct implications for the organizations’ cybersecurity 
posture. Companies need to work actively towards reduc-
ing the chances of falling victim to a cyberattack or data 
breach. As a result, management teams have found them-
selves immersed in new paradigms that allow them to 
fulfill this mission – but without impacting their normal 
business operations. In order to operate successfully in a 
digital ecosystem, organizations need to be able to secure 
their data during the transformation process.

According to a study that the Ponemon Institute carried 
out in a number of countries in 2018, 72% of IT security pro-
fessionals believe that a sense of urgency around achiev-
ing digital transformation increases the risk of a data 
breach. When coupled with the fact that 45% of organiza-
tions said that they do not have a strategy for dealing with 
the digital transformation, this is grounds for concern, to 
say the least.

It is vital for security teams to have a constant flow  
of information about all the changes going on inside their 
organizations. For this reason, smart technologies,  
including threat monitoring, are important to provide  
a base on which other processes can be run securely, 
maintaining compliance with standards across the entire 
organization.

Securing the digital transformation

https://www.mckinsey.com/business-functions/organization/our-insights/unlocking-success-in-digital-transformations
https://www.ibm.com/downloads/cas/ON8MVMXW
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Technological variety as a driver of change

Companies need to see information security as a part of 
the digitalization process. As multiple technologies are 
now available for this process – including cloud computing, 
mobile platforms, 5G connectivity and machine learning, 
to name just a few – it is important to understand that 
no single technology or application is going to be enough 
to guarantee data security and business continuity.

One of the main hurdles for companies that are embark-
ing on the journey may be where to start. In fact, the 
starting point is understanding that all of this transfor-
mation is also radically and rapidly changing society as a 
whole – the way we work, socialize, buy things, and in-
teract in the many aspects of our daily lives.

The road to mobility

From all these scenarios for change inside companies, 
there is one in particular that will be a major factor in 
accelerating the process in 2020 – employee mobility. 
Undoubtedly, our ability to stay connected to networks, 
regardless of where we are, keeps increasing organiza-
tions’ attack surfaces and exposure to risk.

All this change has been taking place slowly but surely 
over recent years, but companies’ ever-increasing speed 
of adoption of mobile technology often occurs without 
due consideration of security. This is why it’s important 
for companies to stop thinking of security in the tradi-
tional way and instead consider adopting adaptive mod-
els that can respond to change.

And even more urgently, IT security teams need to dive 
head first into the use of monitoring technologies, be-
cause detection technologies alone are not enough. It is 
important for companies to develop processes for re-
sponding to incidents and then bring operations back to 
normal by resolving those incidents and applying suit-
able corrective measures.

Concepts to retain 
in the digital transformation 

Beyond these specific technologies, which in any case 
will keep evolving, we must not lose sight of key con-
cepts like privacy. We are living in a time when new, 
stricter laws on personal data protection are continually 
being adopted. As a result, people are gradually becom-
ing more aware of their rights and are more concerned 
about how companies handle their data.

Over the coming months we will see organizations im-
plement major changes in almost all areas of their busi-
nesses. The common thread running through all this will 
be how they handle information and the data involved 
in their operations. Therefore, business models that gen-
erate client trust will be a differentiating factor.

https://www.welivesecurity.com/2017/09/29/cloud-security-policy/
https://www.welivesecurity.com/2017/03/13/challenges-implications-cybersecurity-legislation/
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So, what should companies do?

In terms of what companies are going to face over the next year, there are at least five key 
considerations they need to focus on in order to handle this transformation securely:

1. Find a balance between the implementation of new technology and cybersecurity. If 
they aren’t balanced from the start and if security isn’t seen as an enabler for the busi-
ness, there are going to be more problems than solutions.

2. Develop projects that facilitate both the visibility and control of technologies. In doing 
so, the focus should not only be on preventing incidents, but should also consider de-
tecting and responding to an incident.

3. Security can’t be focused only on devices, because the quantity of equipment and tech-
nology is constantly growing, making it complicated to implement security on each 
component individually.

4. Foster greater collaboration between people and processes so they are aligned 
and so that decision-making is based on shared data generated from the tech-
nology that has been implemented.

5. And of course, the human element cannot be neglected. Digital transforma-
tion is something almost all people are experiencing in their daily lives, but 
often with behavior that involves risks for their personal information. As a 
result, it is important to work on preventing the company’s information from 
being vulnerable to social engineering attacks.



CONCLUSION
The challenges to come are undoubtedly great, and we need to prepare 
ourselves, from the technological and educational perspectives alike. By doing 
so, both current and future generations will have better tools to tackle these 
challenges, and technology will be given the opportunity to realize its true 
potential, translating into a better quality of life for humanity.

As this edition of Trends has made abundant-
ly clear, our world is evidently set on continuing 
to evolve in its use of technology and becoming 
(even) “smarter” than it is at present. But only 
when advances in artificial intelligence have ac-
tually enabled machines to think for themselves, 
only when the transformation toward what we 
think of as smart cities has become a global phe-
nomenon, and only when the process of digital 
transformation that many companies are cur-
rently undertaking has become past history, will 
we be able to analyze with more precision what 
the actual costs of this process were.

What is absolutely clear is that, considering the 
way things look at the moment, cybersecurity 
will continue to be viewed as an issue of second-
ary importance when it comes to technological 
development. This will have consequences in the 
short term.

On the one hand, there are encouraging signs that 
more and more people are coming to recognize 
the importance of cybersecurity, and the need for 
it to play more of a leading role as we head into 
the future. However, given that, in the last five 

years, eight in ten companies have started out 
on the path of digital transformation, coupled 
with the growth in data breaches on a global scale 
and the predicted increase in costs for companies 
to deal with them, it seems impossible to avoid 
these types of incidents.

Additionally, if we stop to think about the growth 
anticipated for the construction of smart build-
ings and cities, and of the fact that many cities 
that are currently invested in the concept of  

“smart” have fallen victim to known threats like 
ransomware, what reason do we have to be op-
timistic and believe that the future will be any 
better in terms of information security practice? 

Similarly, if we take as points of reference the 
current advances in the beneficial use of machine 
learning, the phenomenon of fake news, and 
what we can expect from a still distant future in 
which artificial intelligence has been developed, 
the challenge of being prepared for what is to 
come could provide us with the opportunity to 
take measures that really give cybersecurity more 
of a leading role.

27www.welivesecurity.com

https://pages.riskbasedsecurity.com/2019-midyear-data-breach-quickview-report
https://www.scmagazine.com/home/research/annual-global-data-breach-costs-to-exceed-5-trillion-by-2024-report/
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Deepfakes have already given us a sense of their 
potential impact, creating confusion and sowing 
uncertainty about which pieces of information 
are true and which are false. In turn, this spreads 
mistrust among individuals, who, by being more 
interconnected, continue to expose their data 
and personal information due to a lack of knowl-
edge – or implementation – of basic security prac-
tices. Not only that, but many of these individuals 
have to vote in elections in countries that have 
opted for electronic voting, despite the evidence 
of problems with such systems.

Returning to the question we asked earlier, there 
have, in fact, been some positive signs that give 
us cause for optimism. Companies like Facebook, 
together with other big companies and universi-
ties, have demonstrated their willingness to fight 
against phenomena like deepfakes by launching 
initiatives such as the Deepfake Detection Challenge 
(DFDC), which is intended to promote the devel-
opment of new technology capable of fighting 
back against deepfakes.

Furthermore, recent times have seen changes to 
the legislative and regulatory landscape relating 
to data privacy. While these may have been slow 
to occur and have perhaps not yet generated a 
significant impact, they are at least developments 
in the right direction.

There is still a lot of work to do and governments 
need to intervene and promote measures that 
provide a framework and a direction for the path 
forward. On the one hand, there is still a lack of 
awareness about many aspects of information se-
curity. On the other hand, the distrust displayed 
by many people in that their personal data is be-
ing appropriately protected reflect the fact that 
they are continually less shielded from the impact 
of cybersecurity and privacy on their lives. This 
may be an indication that, across the range of is-
sues discussed in this Trends report, further con-
sumer education about cybersecurity issues is an 
important factor for further consideration.

https://deepfakedetectionchallenge.ai/faqs
https://deepfakedetectionchallenge.ai/faqs



